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Topics 

• Human visual system; Image formation in the eye and its 
capabilities for brightness adaptation and discrimination. 

• Light, other components of the electromagnetic spectrum, and 
their imaging characteristics  

• Imaging sensors and how they are used to generate digital images  
• The concepts of uniform image sampling and intensity quantization 
• Digital image representation, the effects of varying the number of 

samples and intensity levels in an image 
• The concepts of spatial and intensity resolution 
• The principles of image interpolation  
• Basic relationships between pixels  
• Principal mathematical tools 
• Basics of Matlab IPT 



Visual Perception 
Two types of light receptors 
• Cones 

• Highly sensitive to color 
• Cone vision is called photopic or 

bright-light vision 
• Rods 

• Gives a general, overall picture of 
the field of view 

• Rod vision is called scotopic or  
dim-light vision 



Image Formation in the Eye 



Brightness Adaptation 



Brightness Discrimination 



Brightness is not a simple function of 
intensity. 



Simultaneous Contrast 



Optical Illusions 



Light and Electromagnetic Spectrum 



Wavelength(𝜆), Frequency(𝜈), Energy(𝐸) 

𝜆 =
𝑐

𝜈
 

𝐸 = ℎ𝜈 

𝑐 = 2.988 × 108 𝑚/𝑠  

ℎ = 6.626 × 10−34 𝐽 ⋅ 𝑠  



Color 

• The colors that humans perceive in an object are 
determined by the nature of the light reflected 
from the object.  
– A body that reflects light relatively balanced in all 

visible wavelengths appears white to the observer.  
– However, a body that favors reflectance in a limited 

range of the visible spectrum exhibits some shades of 
color.  

– For example, green objects reflect light with 
wavelengths primarily in the 500 to 570 nm range 
while absorbing most of the energy at other 
wavelengths. 



Gray-Scale Images 

• Light that is void of color is called monochromatic (or 
achromatic) light. The only attribute of monochromatic 
light is its intensity or amount.  

• Because the intensity of monochromatic light is perceived 
to vary from black to grays and finally to white, the term 
gray level is used commonly to denote monochromatic 
intensity. We use the terms intensity and gray level 
interchangeably in subsequent discussions.  

• The range of measured values of monochromatic light from 
black to white is usually called the gray scale, and 
monochromatic images are frequently referred to as gray-
scale images. 



Chromatic Light Source 

• Chromatic (color) light spans the electromagnetic energy spectrum 
from approximately 0.43 to 0.79 𝜇𝑚. 

• In addition to frequency, three basic quantities are used to describe 
the quality of a chromatic light source:  

• Radiance is the total amount of energy that flows from the light 
source, and it is usually measured in watts (W).  

• Luminance, measured in lumens (lm), gives a measure of the 
amount of energy an observer perceives from a light source.  
– For example, light emitted from a source operating in the far infrared 

region of the spectrum could have significant energy (radiance), but an 
observer would hardly perceive it; its luminance would be almost zero.  

• Brightness is a subjective descriptor of light perception that is 
practically impossible to measure. It embodies the achromatic 
notion of intensity and is one of the key factors in describing color 
sensation. 



Image Sensing and Acquisition 



Image Formation Model 

𝑓 𝑥, 𝑦 = 𝑖 𝑥, 𝑦 𝑟(𝑥, 𝑦) 
0 < 𝑖 𝑥, 𝑦 < ∞ 
0 < 𝑟 𝑥, 𝑦 < 1 



Image Sampling and Quantization 





Representing Digital Images 

• Let 𝑓 𝑠, 𝑡  represent a continuous image function 
of two continuous variables, 𝑠 and 𝑡. We convert 
this function into a digital image by sampling and 
quantization. 

• Suppose that we sample the continuous image 
into a 2-D array, 𝑓 𝑥, 𝑦  containing 𝑀 rows and 
𝑁 columns, where 𝑥, 𝑦  are discrete 
coordinates.  

• For notational clarity and convenience, we use 
integer values for these discrete coordinates: 
𝑥 = 0, 1, 2, … ,𝑀 − 1 and 𝑦 = 0, 1, 2, … ,𝑀 − 1. 





Representations 



Saturation and Noise 



𝐿 = 2𝑘 



Spatial Resolution 

• Spatial Resolution is a measure of the smallest discernible detail in 
an image.  
– Quantitatively, spatial resolution can be stated in a number of ways, 

with line pairs per unit distance, and dots (pixels) per unit distance 
being among the most common measures. 

• A widely used definition of image resolution is the largest number of 
discernible line pairs per unit distance (e.g., 100 line pairs per mm).  

• Dots per unit distance is a measure of image resolution used 
commonly in the printing and publishing industry. In the U.S., this 
measure usually is expressed as dots per inch (dpi).  
– Newspapers are printed with a resolution of 75 dpi 

– Magazines at 133 dpi 

– Glossy brochures at 175 dpi 

– Text book page printed at 2400 dpi 



Intensity Resolution 

• Intensity resolution similarly refers to the smallest 
discernible change in intensity level. 

• Based on hardware considerations, the number of 
intensity levels usually is an integer power of two. 

• The most common number is 8 bits, with 16 bits being 
used in some applications in which enhancement of 
specific intensity ranges is necessary.  

• Intensity quantization using 32 bits is rare.  

• Sometimes one finds systems that can digitize the 
intensity levels of an image using 10 or 12 bits, but 
these are the exception, rather than the rule. 

 









Image Subjective Quality 



Image Interpolation 

• Interpolation is a basic tool used extensively in 
tasks such as zooming, shrinking, rotating, and 
geometric corrections.  

• We given an introduction to interpolation and 
apply it to image resizing (shrinking and 
zooming), which are basically image resampling 
methods. 

• Interpolation is the process of using known data 
to estimate values at unknown locations.  
– Example: An image of size 500 X 500 pixels has to be 

enlarged 1.5 times to 750 X 750 pixels 



Methods 

• Nearest neighbor interpolation  

– Assigns to each new location the intensity of its nearest 
neighbor in the original image 

– It has the tendency to produce undesirable artifacts, such as 
severe distortion of straight edges. 

• Bilinear interpolation 

– Use the four nearest neighbors to estimate the intensity at a 
given location:   𝑣 𝑥, 𝑦 = 𝑎𝑥 + 𝑏𝑦 + 𝑐𝑥𝑦 + 𝑑 

• Bicubic interpolation 

– Involves the sixteen nearest neighbors of a point. 

𝑣 𝑥, 𝑦 =  𝑎𝑖𝑗𝑥
𝑖𝑦𝑗

3

𝑗=0

3

𝑖=0

 

 

 

 

 





Basic Relations Between Pixels 

• Neighbors of a pixel 

– Four horizontal and vertical neighbors -- 𝑁4(𝑝) 

 

– Four diagonal neighbors -- 𝑁𝐷(𝑝) 

 

– 8-neighbors of 𝑝 -- 𝑁8(𝑝) 

• Combination of 𝑁4(𝑝) and 𝑁𝐷(𝑝) 

 

 

 

 





Adjacency 

• Let 𝑉 be the set of intensity values used to 
define adjacency.  

– In a binary image, 𝑉 =  {1} if we are referring to 
adjacency of pixels with value 1.  

– In a gray-scale image, set 𝑉 typically contains 
more elements. For example, in the adjacency of 
pixels with a range of possible intensity values 0 to 
255, set 𝑉 could be any subset of these 256 
values. 



Three Types of Adjacency 

• 4-adjacency 
– Two pixels 𝑝 and 𝑞 with values from 𝑉 are 4-adjacent 

if q is in the set 𝑁4(𝑝). 

• 8-adjacency 
– Two pixels 𝑝 and 𝑞 with values from 𝑉 are 8-adjacent 

if 𝑞 is in the set 𝑁8(𝑝). 

• m-adjacency (mixed adjacency).  
– Two pixels 𝑝 and 𝑞 with values from 𝑉 are m-adjacent 

if 
• 𝑞 is in 𝑁4(𝑝), or 
• 𝑞 is in 𝑁𝐷(𝑝) and the set 𝑁4 𝑝 ∩ 𝑁4(𝑞) has no pixels 

whose values are from 𝑉. 

 



Remove the Ambiguity of 8-Adjacency 

• m-adjacency has eliminated the multiple path 
connection that has been generated by the 8-
adjacency. 



Digital Path 

• A digital path (or curve) from pixel 𝑝 with 
coordinate (𝑥, 𝑦) to pixel 𝑞 with coordinate 
(𝑠, 𝑡) is a sequence of distinct pixels with 
coordinates (𝑥0, 𝑦0), (𝑥1, 𝑦1), … , (𝑥𝑛, 𝑦𝑛) where 
(𝑥0, 𝑦0)  =  (𝑥, 𝑦) and (𝑥𝑛, 𝑦𝑛)  =  (𝑠, 𝑡) and 
pixels (𝑥𝑖 , 𝑦𝑖) and (𝑥𝑖−1, 𝑦𝑖−1) are adjacent for 
1 ≤  𝑖 ≤  𝑛. 

• 𝑛 is the length of the path. 
• If (𝑥0, 𝑦0)  =  (𝑥𝑛, 𝑦𝑛), the path is closed. 
• We can specify 4-, 8- or m-paths depending on 

the type of adjacency specified. 
 



In figure (b) the paths between the top right and 
bottom right pixels are 8-paths. And the path between 
the same 2 pixels in figure (c) is m-path. 



Connectivity 

• Let 𝑆 represent  a subset  of pixels in an 
image. Two pixels 𝑝 and 𝑞 are said to be 
connected in 𝑆 if there exists a path between 
them consisting entirely of pixels in 𝑆. 

• For any pixel 𝑝 in 𝑆, the set of pixels that are 
connected to it in 𝑆 is called  a connected 
component of 𝑆.  

• If it only has one connected component, then 
set 𝑆 is called a connected set. 

 



Region and Boundary 

• Region 

– Let 𝑅 be a subset of pixels in an image, we call 𝑅 a 
region of the image if 𝑅 is a connected set. 

• Boundary 

– The boundary (also called border or contour) of a 
region R is the set of pixels in the region that have 
one or more neighbors that are not in 𝑅.  



Region and Boundary 

• If 𝑅 happens to be an entire image, then its boundary is 
defined as the set of pixels in the first and last rows and 
columns in the image.  

• This extra definition is required because an image has no 
neighbors beyond its borders. 

• Normally, when we refer to a region, we are referring to 
subset of an image, and any pixels in the boundary of the 
region that happen to coincide with the border of the 
image are included implicitly as part of the region 
boundary. 



Distance Measures 

• For pixels 𝑝, 𝑞, and 𝑧, with coordinates 
(𝑥, 𝑦), (𝑠, 𝑟), and (𝑣, 𝑤), respectively, 𝐷 is a 
distance function or metric if 

– 𝐷 𝑝, 𝑞 ≥  0 (𝐷(𝑝, 𝑞)  =  0 iff 𝑝 =  𝑞), 

– 𝐷(𝑝, 𝑞)  =  𝐷(𝑞, 𝑝), and 

– 𝐷 𝑝, 𝑧 = 𝐷(𝑝, 𝑞)  +  𝐷(𝑞, 𝑧). 

• Euclidean distance: 

𝐷𝑒(𝑝, 𝑞)  =  𝑥 − 𝑠
2  +  𝑦 − 𝑡 2

1
2 



D4 Distance 

• The D4 distance (also called city-
block distance) between p and q 
is defined as: 

 𝐷4 (𝑝, 𝑞)  =  | 𝑥 –  𝑠 |  + | 𝑦 –  𝑡 |
 

• Pixels having a D4 distance from  
(𝑥, 𝑦), less than or equal to some 
value 𝑟 form a diamond centered 
at 𝑥, 𝑦 .  

• The pixels with 𝐷4 = 1 are the 4-
neighbors of (x, y). 

 

p (x,y) 

q (s,t) 

D4 



𝐷8 Distance 

• 𝐷8 distance (called the chessboard distance) 
between 𝑝 and 𝑞 is defined as 
𝐷8 𝑝, 𝑞 = max 𝑥 − 𝑠 , |𝑦 − 𝑡|  

• The pixels with 𝐷8 distance from (𝑥, 𝑦) less 
than or equal to some value 𝑟 form a square 
centered at (𝑥, 𝑦).  

• For example, 𝑟 = 2 
 
 

• The pixels with 𝐷8 = 1 are 
 the 8-neighbors of (x, y). 



𝐷𝑚 Distance 

• 𝑫𝒎 distance is defined as the shortest m-path 
between the points. 

• In this case, the distance between two pixels 
will depend on the values of the pixels along 
the path, as well as the values of their 
neighbors. 

 

 



Example 

• Consider the following arrangement of pixels 
and assume that p, p2, and p4 have value 1 
and that p1 and p3 can have can have a value 
of 0 or 1 

 Suppose that we consider  

 the adjacency of pixels  

 values 1 (i.e. 𝑉 =  1 ) 

 

 

 

 



Case 1 

• Now, to compute the Dm between points p 
and p4 

 Here we have 4 cases: 

 Case1: If p1 = 0 and p3 = 0 

 The length of the shortest m-path  

 (the Dm distance) is 2 (p, p2, p4) 

  

 

 

 



Case 2 

• Case2: If p1 =1 and p3 = 0 

 now, p2 and p  will no longer be adjacent (see 
m-adjacency definition) 

 then, the length of the shortest 

 path will be 3 (p, p1, p2, p4) 

 

 

 



Cases 3 & 4 

• Case3: If p1 = 0 and p3 = 1 

 The same applies here, and the shortest –m-
path will be 3 (p, p2, p3, p4) 

 

 

• Case4: If p1 = 1 and p3 = 1 

 The length of the shortest m-path will be 
 4 (p, p1 , p2, p3, p4) 

 

 

 

 

 

 

 



Mathematical Tools 

• Array vs. Matrix Operations 

– Array operations involving one or more images are 
carried out on a pixel-by-pixel basis 

 

 

– There are many situations where operations 
between images are carried using matrix 
operations. 



Linear Operations 



Non-Linear Operations 



Arithmetic Operations 



De-Noising 

Assumption: Noise is uncorrelated to image and has zero mean. 



Image Subtraction – Enhance Difference 



Mask Mode Radiography 



Image Division 



ROI Masking 



Notes on Arithmetic Operations 

• The images used in averaging and subtraction 
must be registered. 

• Output images should be normalized to the 
range of 0, 255 . 



Set Operations  



Union of Gray-scale Sets 



Logical Operations for Binary Images 



Spatial Operations 

• Spatial operations are performed directly on the pixels 
of a given image. We classify spatial operations into 
three broad categories:  
– Single-pixel operations 

• 𝑠 =  𝑇(𝑧), where 𝑧 is the intensity of a pixel in the original image 
and 𝑠 is the (mapped) intensity of the corresponding pixel in the 
processed image. 

– Neighborhood operations 
• Generate a corresponding pixel at the same coordinates in an 

output (processed) image, such that the value of that pixel is 
determined by a specified operation involving the pixels in a 
neighborhood of the input image 

– Geometric spatial transformations 
• Analogous to "printing" an image on a sheet of rubber and then 

stretching the sheet according to a predefined set of rules. 



Single-Pixel Operation 



𝑔 𝑥, 𝑦 =
1

𝑚𝑛
Σ 𝑟,𝑐 ∈𝑆𝑥𝑦𝑓(𝑟, 𝑐) 



Geometric Spatial Transformation 

• A geometric transformation consists of two basic 
operations:  
– A spatial transformation of coordinates  

where (𝑣, 𝑤) are pixel coordinates in the original 
image, and (𝑥, 𝑦) are the corresponding pixel 
coordinates in the transformed image. 
• Examples 

    Shrink the original image to half its size 

 

– Intensity interpolation that assigns intensity values to 
the spatially transformed pixels. 





Forward vs. Inverse Mapping 

• Forward mapping 
– Scanning the pixels of the input image and. At each location, 
(𝑣, 𝑤), computing the spatial location, (𝑥, 𝑦), of the corresponding pixel in the 
output image. 

– A problem with the forward mapping approach is that two or more pixels in 
the input image can be transformed to the same location in the output image, 
raising the question of how to combine multiple output values into a single 
output pixel.  

– In addition, it is possible that some output locations may not be assigned a 
pixel at all. 

• Inverse mapping 
– Scanning the output pixel locations and, at each location, (𝑥, 𝑦), computes the 

corresponding location in the input image using 𝑣, 𝑤 = 𝑇−1(𝑥, 𝑦).  
– It then interpolates (using one of the techniques discussed previously among 

the nearest input pixels to determine the intensity of the output pixel value.  
– Inverse mappings are more efficient to implement than forward mappings and 

are used in numerous commercial implementations of spatial transformations 



Rotation and Intensity Interpolation 



Image Registration 

• Image registration is an important application of digital 
image processing used to align two or more images of the 
same scene.  

• In the preceding discussion, the form of the transformation 
function required to achieve a desired geometric 
transformation was known.  

• In image registration, we have available the input and 
output images, but the transformation that the output 
image from the input is unknown.  

• The problem then is to estimate the transformation 
function and then use it to register the two images. 

• To clarify terminology, the input image is the image we 
wish to transform, and what we call the reference image is 
the image, against which we want to register the input. 



Tie Points 

• One of the principal approaches for solving the problem is 
to use  
tie points (also called control points), which are 
corresponding points whose locations are known precisely 
in the input and reference images. 

• There are numerous ways to select tie points, ranging from 
interactively selecting them to applying algorithms that 
attempt to detect these points automatically. 

• In some applications, imaging systems have physical 
artifacts (such as small metallic objects) embedded in the 
imaging sensors. These produce a set of known points 
(called Réseau Marks) directly on all images captured by 
the system, which can be used as guides for establishing tie 
points. 



Transformation Function Estimation 

• The problem of estimating the transformation function is one of 
modeling. 

• For example, suppose that we have a set of four tie points each in 
an input and a reference image. A simple model based on a bilinear 
approximation is given by 

 

 

where, during the estimation phase, (𝑣, 𝑤) and (𝑥, 𝑦) are the 
coordinates of tie points in the input and reference images, 
respectively 

• If we have four pairs of corresponding tie points in both images, we 
can write eight equations and use them to solve for the eight 
unknown coefficients. 

 





Vector and Matrix Operations 

Euclidean Distance (also called vector norm | 𝑧 − 𝑎 |): 



Pixel and Image Vectors 

• Linear transformation 

• we can express an image of size 𝑀 ×𝑁 as a 
vector of dimension 𝑀𝑁 ×  1 by letting the 
first row of the image be the first 𝑁 elements 
of the vector, the second row the next 𝑁 
elements, and so on.  

• With images formed in this manner, we can 
express a broad range of linear processes 
applied to an image by using the notation 



Image Transforms 

• All the image processing approaches discussed 
thus far operate directly on the pixels of the 
input image; that is, they work directly in the 
spatial domain.  

• In some cases, image processing tasks are best 
formulated by transforming the input images, 
carrying the specified task in a transform 
domain, and applying the inverse transform to 
return to the spatial domain. 



• Forward Transform 

 

• Inverse Transform 



Example 



Transform Kernels 

• The forward transformation kernel is said to be separable if 

 
• The kernel is said to be symmetric if 

 

• The 2-D Fourier Transform has the following kernels 

 

 

• Discrete Fourier Transform pair: 



Matrix Form 

• When the forward and inverse kernels of a transform pair are 
separable and symmetric, and 𝑓(𝑥, 𝑦) is a square image of 
size 𝑀 ×𝑀, then the forward transform  
 

 

      can be expressed in matrix form:  

• To obtain the inverse transform, 

 

                          : perfect reconstruction 

      Otherwise, we have an approximation 



Probabilistic Methods 

• Probability finds its way into image processing work in a 
number of ways. 

• The simplest is when we treat intensity values as random 
quantities. For example, let 𝑧𝑖, 𝑖 =  0,1,2, … , 𝐿 − 1, denote 
the values of all possible intensities in an 𝑀 ×𝑁 digital image. 
The probability of intensity level 𝑧𝑘 in a given image is 

estimated as 𝑝 𝑧𝑘 =
𝑛𝑘

𝑀𝑁
. 

• The mean (average) intensity is given by   

• The variance: 

 

•  The 𝑛th moment:  



STD as Measure of Intensity Contrast 

14.3 31.6 49.2 



Matlab Image Processing Toolbox 

• Image Processing Toolbox User’s Guide 
– Basic Image Import, Processing, and Export 
– Basic Image Enhancement and Analysis Techniques 
– Introduction 
– Reading and Writing Image Data 
– Displaying and Exploring Images 
– Building GUIs with Modular Tools 
– Geometric Transformations 
– Image Registration 
– Linear Filters 
– Transforms 
– Morphological Operations 
– Analyzing and Enhancing Images (Edge Detection, Image Segmentation, …) 
– Image Deblurring 
– Color 
– Block Processing, Code Generation, GPU Computing, … 

 



Example Functions 

• I = imread('coins.png'); 

• whos I 

• imshow(I) 

• Imtool(I) 

• imwrite (I2, 'pout2.png'); 

• Imfinfo ('pout2.png'); 

• K = imfinfo('yellowlily.jpg'); 
image_bytes = K.Width * K.Height * K.BitDepth / 8 

Compressed_bytes = K.FileSize 

Compression_ratio = image_bytes / Compressed_bytes 


