
Discriminant Analysis

Linearly Separable Classes:
Data sets whose classes can be separated exactly by linear
decision surfaces are said to be linearly separable

hence the vector 𝒘is orthogonal to every vector lying within the decision surface
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Fisher’s Linear Discriminant

Fisher’s idea is to maximize a function that will give a large separation
between the projected class means, while also giving a small variance
within each class, thereby minimizing the class overlap






