
Kraft-McMillan Inequality (K-M inequality):
If a code C is uniquely decodable, then K(C) = (1)
Where N is the number of codewords in 
code C, and
Are the codeword lengths.

If K(C)            then we can always construct a prefix code with 
codeword lengths being 

(2)

Construct a prefix code: 
Assign some vertices as codewords, then we 
cannot assign codeword to any leaves belonging 
to the subtree rooted at that codeword.
Look at the number of leaf nodes:

Construct a full binary tree of length 
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Likewise, the number of leaf nodes lost for each codeword assignment:

The total number of leaf nodes needed to build a code: 

Construct a full binary tree of depth    , 

Therefore, we can always construct a prefix code. 

Huffman Code (example)

Alphabet = 
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Length of Huffman codes-

Answer the following question:
Are we losing on the coding efficiency (in terms of average codeword length) if we restrict 
ourselves to prefix codes?

First prove the lower bound:
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If f(x) is a concave function, then E[f(X)] <= f(E[X]), where X is a random 
variable, and E[X] is the expected value of X.

E[f(X)] <= f(E[X])

Consider Jensen's Inequality:

Define a two mass-point distribution:

E[f(X)] <= f(E[X])

For a general k mass-point distribution: 

   Thus,

Hence, 
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