
Y = ceil(X) rounds each element of X to the nearest integer greater 
than or equal to that element.
>> ceil(1.1)
ans =
     2

Matlab:

Lecture 17
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https://www.mathworks.com/help/releases/R2024a/matlab/ref/ceil.html?overload=ceil+false&doclanguage=en&nocookie=true&prodfilter=ML+SL+5G+AE+AT+AA+AU+DR+AS+BI+BL+C2+CM+VP+CT+CF+DA+DB+DF+DD+DH+NN+HS+DS+ET+EC+FH+IT+FI+PO+FL+GD+GC+HD+ES+IA+IP+OT+IC+LP+LS+MG+ME+CO+MJ+MR+TE+DX+AM+MP+MB+MT+NV+OP+DM+PD+AR+PW+PM+RA+RL+RQ+RB+RP+RF+RK+RO+RC+RR+SI+TF+SX+SQ+SG+SB+SE+SS+BT+LD+PS+SH+MS+VR+VV+CI+RT+SK+SD+CV+SO+DV+WT+FA+PL+XP+SR+SZ+HW+EL+SF+ST+SM+ZC+ID+TA+UV+VE+VN+VT+WA+LH+WB+WL&docviewer=helpbrowser&docrelease=R2024a&s_cid=pl_webdoc&loginurl=https%3A%2F%2F127.0.0.1%3A31515%2Ftoolbox%2Fmatlab%2Flogin%2Fweb%2Findex.html%3Fsnc%3DHWDJF4%26external%3Dtrue%26channel%3D__mlfpmc__&searchsource=mw&snc=NXFZSA&container=jshelpbrowser#bug2ukg-1-X


K-M Inequality:

If K(C)            then we can always construct a prefix code with 
codeword lengths being 

(2)

Thus, 

In summary, 

Consider example: 
Alphabet = 

Avg. Codeword Length (ACL)

     = 1 x 0.4 + 2 x 0.2 + 3 x 0.2 + 4 x 0.1 + 4 x 0.1 = 2.2  bits/symbol

      Entropy of the source:
      H(0.4, 0.2, 0.2, 0.1, 0.1) = 2.1219 bits/symbol
       

-
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Huffman Coding based on Extended Alphabet:

>> -0.8*log2(0.8)-0.18*log2(0.18)-0.02*log2(0.02)
ans =
    0.8157

Redundancy = 

Consider symbol blocking (assuming that the symbols are independent): 

>> AA=[0.8*0.8,0.8*0.18,0.8*0.02,0.18*0.8,0.18*0.18,0.18*0.02,0.02*0.8,0.02*0.18,0.02*0.02];
>> sum(AA)
ans =
    1.0000
>> S = 0; for i = 1:9 S = S - AA(i)*log2(AA(i)); end;
>> S
S =
    1.6315

0.8157

Next, construct a Huffman code based on the extended alphabet:
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Next, construct a Huffman code based on the extended alphabet:
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>> symbols = 1:9;
>> [dict,avglen] = huffmandict(symbols,AA);
>> avglen

avglen =

    1.7228 

>> 1.7228/2
ans =
    0.8614

In general, if we encode a sequence of symbols by generating one 
codeword for every n symbols, then there are           combination of 
n symbols, where m is the number of distinct symbols in the 
alphabet of the source. 

-

   Extended Alphabet:       

Construct the Huffman code on the extended alphabet:
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If we assume that the symbols are independent, then 

Thus,

Thus,
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Use m = 2, n = 2, as an example. 
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