
General Question:
What is the average codeword length of unary codes (without using Golomb codes)?
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Redundancy = ACL - H(X) = 

>> p = 0.0001: 0.0001: 0.95;
>> H = (-p.*log2(p) - (1 - p).*log2(1-p))./(1 - p);
>> ACL = 1./(1 - p);
>> Redun = ACL - H;
>> plot(p, Redun); grid

In this special case, the Golomb code becomes the  unary code.

Golomb code: 

>> m = 1: 32;
>> p = (1/2).^(1./m);
>> figure; stem(m, p);

Unary code performs worse and worse when m increases.
Next, analyze the Golomb coding efficiency.
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Code the non-negative integers n = mq + r, where m is a coding parameter (positive integer).

Split the integer n into two parts:
(1) Code q with unary code. Here q is the quotient of (n/m).
       Unary code: q 1's, followed by one '0'.  Codeword length of this unary code: (q + 1) bits
(2) Code r using binary code. Here r is the remainder of (n/m). Binary code has 
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In summary, 

>> p = (1/2).^(1./16)
p =
    0.9576

>> r = 0: 31;
>> P = 2*(p.^r)*(1-p);
>> p = (1/2).^(1./32)
p =
    0.9786

>> r = 0: 31;
>> P = 2*(p.^r)*(1-p);
>> sum(P)
ans =
    1.0000
>> sum(-P.*log2(P))
ans =
    4.9715

>> p = (1/2).^(1./16)
p =
    0.9576

>> P = 2*(p.^r)*(1-p);
>> P16 = P(1:16);
>> sum(P16)
ans =
    1.0000

>> sum(-P16.
*log2(P16))
ans =
    3.9716
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