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Entropies:
Assume that the source X has a uniform distribution:

If lossless coding is used, then H(X) bits would be needed to represent X.
If lossy coding (compression) is used, how many bits are required to represent X?
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Go back to the relation between joint entropy and mutual information:

H(X,Y) = H(X) + H(Y|X) = H(X) + H(Y) - I(X;Y)

Where I(X;Y) = I(Y;X) = H(X) - H(X|Y) = H(Y) - H(Y|X) => H(Y|X) = H(Y) - I(X;Y)

Ans: H(X|Y) = ?
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I(Y;X) = H(X) - H(X|Y) 

I(X;Y) = I(Y;X) = H(X) - H(X|Y) = H(Y) - H(Y|X) => H(Y|X) = H(Y) - I(X;Y)

H(X,Y) = H(X) + H(Y) - I(X;Y) 

=> Given X, there is NO uncertainty about Y.
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