
Source Entropy for two random variables X and Y.

Joint Entropy:  Uncertainty about the joint sources X and Y.

Joint Distribution P(X,Y):
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Conditional Entropy: H(X|Y)  -- uncertainty about X given Y;  
H(Y|X) -- uncertainty about Y given X.
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Definition:

Joint Distribution P(X,Y):
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P(AB) = P(A) x P(B|A) = P(B) x P(A|B):   Bayes Rule
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P(AB) = P(A) x P(B|A) = P(B) x P(A|B):   Bayes Rule

Check if X and Y are dependent on each other?
If A and B are independent, then P(AB) = P(A) x P(B)
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Similarly,

Next, check if X and Y are independent?

If X and Y are independent, then P(XY) = P(X) x P(Y)

Joint Distribution P(X,Y):
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Thus X and Y are NOT independent.
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